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• A BEST-FIRST PARSER 
William H. Paxton 

Artificial Intelligence Center 
Stanford Research Institute 

Menlo Pnrk~ California 

Abstract 

A parser for n speech understanding system is de­
scribed. The parser uses a best-first strategy in 
which alternative paths are assigned priorities and 
paths are suspended as long as there is n higher pri­
ority alternative to explore. Discussions are included 
on the types of steps in ll parse, the assignment of 
priorities, cooperation nmong competing parses, and ex­
perimental results. 

Introduction 

This paper describes a parser developed at Stan­
ford Research Institute (SRI) as part of ongoing 
research in speech understanding systems. The parser 
uses a best-first strategy in searching for an ap­
propriate parse. This strutegy and our initial system 
using it have been described elsewhere. 1 (See nlso 
Reference 2 for an overview of the entire system.) To 
review briefly, each new path from a choice point reached 
in the grammar is assigned n priority for further proces­
sing. The paths nre then added to the set of nll paths 
that have been gcnervted but not yet e)ttendcd during 
this parse. The system follows the highest priority 
path from the comprehensive set until its priority 
drops or it reaches a choice point. This cycle repeats 
until a parse is found or some resource bound is reached. 

The key features of this approach are the assigning 
of priorities at each step nlong a path and the sus­
pending of paths when there is an alternative available 
with n higher priority. This paper describes tbe types 
of"steps in a parse, the assignment of priorities for 
the different types of steps, a facility allowing com­
peting parses to cooperate, and an experiment d~on­
strnting the vulue of the best-first approach, 

Types of Steps in a Parse 

Figure 1 shows the successful pnth taken by the 
system in revching n correct parse of the test utterance 
to be considered in this paper: "What little brass 
parts are in the box?" (The parser's exploration of 
alternatives to this path is an added complication that 
will be discussed later.) Each step along the puth is 
given a name in the left column and a step priority in 
the center column. The right column shows the cumula­
tive prioritY that equals 1000 times the product of the 
step priorities up to that point. It is the cumulative 
priority thvt is used by the system to choose which 
path to extend next. 

* The work reported herein was sponsored by the Advanced 
Research Projects Agency of the Department of Defense 
under Contract DAHC04-7Z-c~0009 with the U.S. Army 
Research Office. 
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There are four basic types of steps along the path-­
syntactic, lexical, word verification, and interparse 
cooperation. Syntactic steps reflect the selection of 
~ particular grammatical construction and are labeled 
with the name from the grammar for that alternative. 
For example, the second step is labeled QUEST nnd cor­
responds to the path in the grammar for questions us 
opposed to imperatives or declnrattves. Lexical steps 
involve the choice of a particular word from a pre­
dicted class. The rows in the figure labeled with 
~~rds from the test sentence are the lexical steps. 
Immediately following each lexical step 15 n word veri­
fication step labeled •VRFY*. During these steps, pro­
posed words are matched against the acoustic data in a 
manner described in another paper in this symposium, 3 

Finally, the steps labeled *FPARSE* reflect interac­
tions among cooperating parses when a constituent has 
been found, 

In general, syntactic and lexical steps cause the 
cumulative priority to drop, interparse cooperation 
steps leave the priorities unchanged, and word verifi­
cation steps potentially cause the priority to rise. 
The net result is that tbe system activity tends to 
focus around words recognized in the utterance Without 
being compelled to e~plore all possibilities before 
considering something else, The following sections 
describe the priority functions for syntactic und 
lexical steps, the procedures for adjusting priorities 
after word verification, and the facilities for inter­
parse cooperation. 

SyntactiC and Lexical Priority Functions 

Assoeinted with ench syntactic and lexical alternv­
tive is a function to compute the priority of thnt al­
ternative. Functions for different alternatives cvn 
call on different sources of knowledge nnd consider 
different aspects of the context. This provides a 
flexible mechanism £or integrating a variety of 
knowledge sources and ensuring that the relevant tests 
are made at the appropriate places, Our system cur­
rently ineludes priority functions thnt use such in­
formation as semantic features, case grammar, rules of 
anaphoric reference, and the system's internal model 
of the world. We plan to increase the use of these 
sources and to add new ones such us prosodic informu~ 
tion4 and dinlog and task models.5 

As an illustration of leXical priority functions 
currently in use, we will describe the procedure for 
nouns. ln determining the priority for a noun, two 
tests are made: one for number agreement and one for 
semantic agreement, The noun receives low priority if 
it conflicts in number with its context. For example, 
u conflict occurs if the context specifically requires 
a singular noun and the noun in question is plural. 
Items relevant for number agreement with nouns include 
articles (e.g., "a" with"a singular noun), demonstra­
tives (e.g., "this" with a singular noun; "these" with 
















